
A Novel Video-based Human Object Extraction Method 

Qiuyan Lia, Yan Mab*, Hui Huangc, and Yuping Zhangd 
Collage of Information, Mechanical and Electrical Engineering, Shanghai Normal University, Shanghai, 

China 
alqy6918@foxmail.com, b ma-yan@shnu.edu.cn, chuanghui@shnu.edu.cn, dyp_zhang@shnu.edu.cn 

*.The corresponding author 

Keywords: Human data acquisition; Object extraction; mixture gaussian model; Distance 
transformantion; Three-frame-difference method 

Abstract: It is one of the important tasks for human data acquisition to extract the human object 
with the specific action. However, the accuracy of object extraction will be influenced by the 
shadow in an image as well as the non-standard human action. To address this issue, we propose a 
novel human object extraction method. First, we extract the moving object contour with the 
combination of three-frame-difference method and mixture gaussian model. Next, we remove the 
shadows from the image with multi-feature fusion method. Then, we extract the human skeleton 
with distance transformation. Finally, we select the image according to the angle of skeleton. The 
experimental results show that the proposed method can accurately extract the human object with 
the specific action from the image.  

1. Introduction 
Moving object extraction is a hot research direction in the field of computer vision. Accurate 

extraction of moving objects is the basis of subsequent operations such as motion recognition and 
target tracking. However, due to the influence of shooting site, illumination and the movement of 
the moving object itself, it is often impossible to extract the complete contour of the moving object 
from a single image accurately, and the extracted contour may also affect the subsequent processing 
due to the irregular movement of the target. 

At present, there are three main methods to extract moving objects from video sequences: 
inter-frame difference method, optical flow method and background difference method [1,2,3]. 
Among them, the inter-frame difference method is faster, but it is easy to produce holes and smears. 
Optical flow method can support dynamic background and obtain a larger amount of information, 
but the iteration process is longer and the computational complexity is higher. The background 
subtraction method has low complexity and complete detection results, but it is highly dependent on 
the background model. In this paper, a video processing method based on the combination of 
inter-frame difference method [4] and Mixture Gauss Model [5] is used. The calculation speed is 
faster and the extracted target contour is more complete. In addition, there are often shadows 
misdetected as moving objects in the extracted object contours, which need to be removed. Current 
shadow detection and removal methods mainly include model-based and feature-based methods 
[6,7,8]. Among them, the model method needs to be carried out in a specific environment, and there 
are certain requirements for the target, so its limitations are relatively high. The feature-based 
method detects and processes the shadow according to the characteristics of the shadow, 
background and moving target's brightness and color distribution in the image [9], which has less 
limitations. However, the processing result based on only one feature of shadow is not ideal. 
Therefore, this paper chooses a processing method based on multiple features of shadow. 

Because the motion of moving object contour extracted from video is different, the time and 
experience of manual selection of images are enormous, and the accuracy rate is low. It is easy to 
cause errors in subsequent experiments. However, direct operation of the extracted moving object 
contour requires a large amount of calculation, and the features of moving object contour are more 
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detailed, which is easy to cause certain deviations to the processing results. Selecting the human 
skeleton model for image processing can greatly simplify feature extraction, and can concisely 
express the movement of the moving target. The angle between the arm and crotch of the moving 
target is also easier to calculate. Therefore, in order to extract the image needed for subsequent 
operations, skeleton extraction method is selected to extract the motion features of moving target 
images. The method of calculating the skeleton correlation position angle is used to select the 
desired image. Current skeleton extraction methods mainly include thinning method and distance 
transformation [10]. Among them, thinning method is relatively simple, but it is easy to produce 
bifurcation phenomenon and sensitive to boundary noise, while skeleton processing method based 
on distance transformation is more accurate. In this paper, the skeleton extraction method based on 
Euclidean distance transform is adopted to obtain the skeleton of the image. 

The chapters of this paper are as follows: In the first section, three-frame difference method and 
Mixture Gauss model are used to preprocess the moving video sequence; in the second section, 
multi-feature fusion is used to remove the shadow in the moving target image; in the third section, 
distance transformation is used to extract the skeleton of the object contour in the moving target 
image; and in the fourth section, the skeleton is determined by the position information of the pixels. 
The fifth section is the summary of this paper. 

2. Video Sequence Preprocessing 
The three-frame difference method first differentiates two or two consecutive three-frame video 

images, and then calculates the sum of the two difference results to get the detected moving target 
[11]. The computational complexity of the three-frame difference method is relatively low, and it 
can extract the contour of the moving object more accurately, but it is prone to void phenomenon, 
and the "shadow" phenomenon can not be completely avoided. 

Mixture Gauss model is used to initialize the background model by using the first image pixel of 
the moving video sequence, and then matching and updating the background model, so as to detect 
the moving object [12,13]. The Mixture Gauss Model is suitable for detecting moving objects in the 
scene of relatively fine motion. However, the traditional Mixture Gauss model takes a long time to 
establish the initialization background and has a high computational complexity. Therefore, in order 
to improve the efficiency of video processing, this paper combines three frame difference method 
and Mixture Gauss model to process video sequence, in order to obtain more accurate contour 
image of moving object. 

In order to reduce the computational complexity of the background initialization of the Mixture 
Gauss Model, this paper chooses a three-frame difference method combined with the Mixture Gauss 
Model [14] to process the video image. The flow chart of the algorithm is shown in Figure 1. 

 
Figure. 1 Flow chart of video processing algorithm 

Firstly, the three frame difference method is used to process the video sequence to determine 
whether the current frame F is a background frame or not, and if so, to continue processing; 
otherwise, the current frame is used as the background model, and the Mixture Gauss model is used 
for subsequent processing. In the process of processing, in order to avoid the problem of mistaking 
background detection as foreground, a threshold T is used to detect the proportion B of foreground 
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F. If B > T, it proves that some background points are detected as prospects because of the sudden 
change of light or other factors. At this time, a larger learning rate A2 is used to update the 
background; otherwise, a smaller learning rate A1 is used to update the background. The processing 
results are shown in Figure 2. 

 
Figure. 2 Video frame and its corresponding output image 

3. Shadow Noise Removal Using Multi-feature Fusion Method 
After morphological processing of the image after processing with 1, a more complete contour 

image of moving object is obtained. However, it can be found that due to the influence of shadows 
and other factors, there is some noise in the contour image. According to the characteristics of 
shadow, this paper adopts the method of multi-feature fusion to remove shadow noise [15]. 

In the process of moving target, shadow also moves, so it is also detected as moving object. In 
terms of color composition, the RGB value of shadows is quite different from that of moving 
objects, and similar to that of background. Therefore, according to the principle of color consistency 
[16], in RGB color space, the proportion of R, G, B color components of negative pixels is the same 
as that of R, G, B color components of background pixels, as follows: 
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Among them,RS，GS，BS represent the value of each color component of the shadow area in 
RGB color space respectively.RB，GB，BBrepresent the values of each color component of the 
background region in RGB color space. According to this principle, some shadows in the image can 
be removed. 

After removing some shadows according to the color characteristics of shadows, some shadows 
have not been completely removed. Because the shadow brightness IS(x, y) at point p(x, y) in the 
head image is independent of the background brightness IB(x, y),and their ratio R is close to Gauss 
distribution [9]. Therefore, the remaining shadow pixels can be removed according to the brightness 
characteristics of shadow and background.Setting the mean of μ to R and the variance of σ to R, 
the misdetected pixels can be removed according to the following formula. 

R =
𝐼𝐼𝑆𝑆(𝑥𝑥,𝑦𝑦)
𝐼𝐼𝐵𝐵(𝑥𝑥,𝑦𝑦)

 

p(x, y) = �  1, |𝑅𝑅 − 𝜇𝜇| < Dσ
0,             otherwise  
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The value of D is 1.44. After merging the results of two shadowing processes and morphological 
processing, a relatively complete contour image of moving objects can be obtained, as shown in 
Figure 3.  

 
(1) The original image extracted from the sequence (2) Image after shadow removal (3) Final output 

image 
Figure. 3 Shadow removal image 

4. Extraction of Human Skeleton 
After extracting a more complete human contour, we need to extract the skeleton features of 

human contour in order to facilitate the next operation. In this paper, distance transform [10] and 
morphological processing are combined to extract the skeleton of moving target. The algorithm 
steps are as follows: 

(1) Using Euclidean distance, binary image is transformed into distance image, and the pixels in 
distance image are obtainedpij (i = 1,2,⋯ ; j = 1,2,⋯ )comparing with the size of other points in its 
8-connected domain, the comparison image is generated. 

(2) The pixels in the comparative image are determined as skeleton pixel candidate points or 
background pixel candidate points according to the pij-point skeleton state judgment algorithm. 
The skeleton state judgment is shown in algorithm 1; 

(3) If pixel pij is a skeleton candidate, the point is directly grown into skeleton; if it is a 
background candidate, the skeleton is first grown, and if the skeleton endpoint of the background 
candidate touches the contour of the moving object, the point is discarded; 

(4) After the skeleton is generated, morphological operations such as thinning and deburring are 
performed to generate accurate skeleton images. 

𝒑𝒑𝒊𝒊𝒊𝒊 Point Skeleton State Judgment in Algorithm1 
Judge the horizontal and vertical directions first 
If The positive and negative anomalies of the pixels adjacent to 𝒑𝒑𝒊𝒊𝒊𝒊 in this direction. 
The 𝒑𝒑𝒊𝒊𝒊𝒊-point state is the skeleton candidate point. 
Else 𝒑𝒑𝒊𝒊𝒊𝒊 point status is set as background candidate point. 
End 
Secondly, the symbolic change of the diagonal line between the principal and the auxiliary is judged for the 
point whose state is the background candidate point. 
If The positive and negative anomalies of pixels adjacent to 𝒑𝒑𝒊𝒊𝒊𝒊 in this direction 
𝒑𝒑𝒊𝒊𝒊𝒊-point status is set as skeleton candidate 
Else 𝒑𝒑𝒊𝒊𝒊𝒊 Point State as Background Candidate Point 
End 

The skeleton extraction diagram is shown in Figure 4. 
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(1) Human body contour (2) Distance Transform Image (3) Symbol Size Comparison Graph (4) 

Skeleton Map (5) Final Skeleton Image 
Figure. 4 Extraction skeleton diagram 

5. Calculating Skeleton Angle and Selecting Image 
Judging the position of shoulder and crotch inflection point is the key to calculate the angle 

between shoulder and arm and crotch in skeleton. According to the characteristics of skeleton image 
in Fig. 5, we can find that there are two adjacent points in the eight-connected region of the 
shoulder pixel in the skeleton image, and the two points are not in the same horizontal or vertical 
direction; while the crotch point is the only pixel in the image that has three adjacent points in the 
eight-connected region. According to this feature, the algorithm of judging the inflection point of 
the shoulder and crotch of the skeleton and calculating the angle of the crotch are as follows: 

(1) For the skeleton image, the number of adjacent points of pixel 𝒑𝒑𝒊𝒊𝒊𝒊 in the eight-connected 
region and the relative direction of each adjacent point and point 𝒑𝒑𝒊𝒊𝒊𝒊 are determined by traversing 
the pixels; 

(2) The number of the first two adjacent points is 2, and the adjacent points with different 
directions are defined as shoulder points 𝑝𝑝𝑠𝑠1 and 𝑝𝑝𝑠𝑠2, and the location information of adjacent 
pixels of shoulder points in eight connected regions is recorded; 

(3) Continue traversing the pixels in the image. When traversing to three adjacent points in the 
first eighth connected region, the point is defined as crotch point 𝑝𝑝𝑠𝑠1, and the position information 
of adjacent pixels in crotch point 𝑝𝑝𝑠𝑠2-8 connected region is recorded; 

(4) The angles 𝛼𝛼1, 𝛼𝛼2 and 𝛼𝛼3 of shoulder and crotch are calculated respectively according to 
the position information of 𝑝𝑝𝑠𝑠1, 𝑝𝑝𝑠𝑠2 and 𝑝𝑝𝑐𝑐 recorded in the eight-connected region. 

 
Fig. 5 The position of shoulder and crotch inflection of skeleton 

After calculating the angle between the shoulder and crotch of the skeleton, the skeleton image 
needed for subsequent processing can be obtained by comparing with the set shoulder angle 
threshold Θ and crotch angle threshold φ, and the skeleton image can be further restored to the 
contour map for subsequent operation. In the experiment of this paper, the range value of Θ is set 
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to 120 < Θ < 140 and that of φ is set to 30 < φB < 50. 

6. Analysis of Experimental Results 
In order to verify the performance of the proposed method, we tested the method in the volume 

measurement project to extract the experimental images needed by the project. The information of 
the test video is shown in Table 1. 

Table 1 Tests Video Information 

Video name Image 
information 

Resolution/Pix
el 

Frame rate Frame number 

green.mp4 True color 
image 

960×544 29.3 537 

In image-based human body size measurement system, most of the requirements are based on the 
human motion image to obtain the information of human neck, chest, waist, hip and other 
dimensions. Therefore, there are higher requirements for human motion in the image, and the 
human motion analysis of a single photo will often lead to errors. Therefore, the range of shoulder 
angle Θ was set to 120 degrees < Θ < 140 degrees and crotch angle φ was set to 30 degrees <φ 
< 50 degrees. The method of this paper is programmed on the platform of MATLAB2016a. Some 
pictures of the experimental results are shown in Fig. 6. 

 
视频序列 

 
提取的图像轮廓 

 
Skeleton inflection point location 

Figure. 6 Experimental results 
Experiments show that the angle of skeleton extracted from 269 to 275 frames and 342 to 351 

frames meets the requirements of tailor-made items, while some images before 265 frames may 
cause errors in the calculation of inflection points due to bifurcation in skeleton extraction. When 
the skeleton extraction operation is stable, the extracted skeleton image is ideal, so the inflection 
point calculation results are more accurate. Experiments show that this method can effectively 
process video sequences and extract human body images with specific actions. 
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7. Conclusion 
Aiming at the problem that it is difficult to extract a suitable image from a single image, this 

paper proposes a method of extracting specific human actions based on video sequence on the basis 
of existing methods. Firstly, the method of combining three-frame difference with Mixture Gauss 
model is used to extract video frames. Then the shadow in the image is removed according to the 
characteristics of shadow, background and moving object. The human skeleton is extracted by 
distance transformation. The angle between shoulder and crotch of the skeleton is calculated 
according to the morphological characteristics of the skeleton. Finally, the image that meets the 
specific requirements is extracted. Experiments show that the proposed method can effectively find 
images with specific actions. 
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